BUDA530Module2

## Problem 1 :

We want to understand if the tumor is cancerous or not based on measurements of the cell. The task is to create insights on these measurements and find if any of the measurements are useful and report on them. Using the wbca data in the faraway package. Fit a binary logistic regression model with Class as the response and the other variables as predictors. Comment on the model deviance and tests for the coefficients. Attempt model selection using the step function and comment on any reduction that takes place. (HINT THIS IS SIMLAR TO USING STEP with lm).

library(faraway)

## Warning: package 'faraway' was built under R version 3.6.2

data("wbca")  
head(wbca)

## Class Adhes BNucl Chrom Epith Mitos NNucl Thick UShap USize  
## 1 1 1 1 3 2 1 1 5 1 1  
## 2 1 5 10 3 7 1 2 5 4 4  
## 3 1 1 2 3 2 1 1 3 1 1  
## 4 1 1 4 3 3 1 7 6 8 8  
## 5 1 3 1 3 2 1 1 4 1 1  
## 6 0 8 10 9 7 1 7 8 10 10

#pairs(wbca,col=(wbca$Class))  
  
mod1 <- glm(Class ~ ., data=wbca, family="binomial")  
summary(mod1)

##   
## Call:  
## glm(formula = Class ~ ., family = "binomial", data = wbca)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.48282 -0.01179 0.04739 0.09678 3.06425   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 11.16678 1.41491 7.892 2.97e-15 \*\*\*  
## Adhes -0.39681 0.13384 -2.965 0.00303 \*\*   
## BNucl -0.41478 0.10230 -4.055 5.02e-05 \*\*\*  
## Chrom -0.56456 0.18728 -3.014 0.00257 \*\*   
## Epith -0.06440 0.16595 -0.388 0.69795   
## Mitos -0.65713 0.36764 -1.787 0.07387 .   
## NNucl -0.28659 0.12620 -2.271 0.02315 \*   
## Thick -0.62675 0.15890 -3.944 8.01e-05 \*\*\*  
## UShap -0.28011 0.25235 -1.110 0.26699   
## USize 0.05718 0.23271 0.246 0.80589   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 881.388 on 680 degrees of freedom  
## Residual deviance: 89.464 on 671 degrees of freedom  
## AIC: 109.46  
##   
## Number of Fisher Scoring iterations: 8

mod2 <- step(mod1)

## Start: AIC=109.46  
## Class ~ Adhes + BNucl + Chrom + Epith + Mitos + NNucl + Thick +   
## UShap + USize  
##   
## Df Deviance AIC  
## - USize 1 89.523 107.52  
## - Epith 1 89.613 107.61  
## - UShap 1 90.627 108.63  
## <none> 89.464 109.46  
## - Mitos 1 93.551 111.55  
## - NNucl 1 95.204 113.20  
## - Adhes 1 98.844 116.84  
## - Chrom 1 99.841 117.84  
## - BNucl 1 109.000 127.00  
## - Thick 1 110.239 128.24  
##   
## Step: AIC=107.52  
## Class ~ Adhes + BNucl + Chrom + Epith + Mitos + NNucl + Thick +   
## UShap  
##   
## Df Deviance AIC  
## - Epith 1 89.662 105.66  
## - UShap 1 91.355 107.36  
## <none> 89.523 107.52  
## - Mitos 1 93.552 109.55  
## - NNucl 1 95.231 111.23  
## - Adhes 1 99.042 115.04  
## - Chrom 1 100.153 116.15  
## - BNucl 1 109.064 125.06  
## - Thick 1 110.465 126.47  
##   
## Step: AIC=105.66  
## Class ~ Adhes + BNucl + Chrom + Mitos + NNucl + Thick + UShap  
##   
## Df Deviance AIC  
## <none> 89.662 105.66  
## - UShap 1 91.884 105.88  
## - Mitos 1 93.714 107.71  
## - NNucl 1 95.853 109.85  
## - Adhes 1 100.126 114.13  
## - Chrom 1 100.844 114.84  
## - BNucl 1 109.762 123.76  
## - Thick 1 110.632 124.63

summary(mod2)

##   
## Call:  
## glm(formula = Class ~ Adhes + BNucl + Chrom + Mitos + NNucl +   
## Thick + UShap, family = "binomial", data = wbca)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.44161 -0.01119 0.04962 0.09741 3.08205   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 11.0333 1.3632 8.094 5.79e-16 \*\*\*  
## Adhes -0.3984 0.1294 -3.080 0.00207 \*\*   
## BNucl -0.4192 0.1020 -4.111 3.93e-05 \*\*\*  
## Chrom -0.5679 0.1840 -3.085 0.00203 \*\*   
## Mitos -0.6456 0.3634 -1.777 0.07561 .   
## NNucl -0.2915 0.1236 -2.358 0.01837 \*   
## Thick -0.6216 0.1579 -3.937 8.27e-05 \*\*\*  
## UShap -0.2541 0.1785 -1.423 0.15461   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 881.388 on 680 degrees of freedom  
## Residual deviance: 89.662 on 673 degrees of freedom  
## AIC: 105.66  
##   
## Number of Fisher Scoring iterations: 8

model3 <- glm(Class ~Adhes + BNucl + Chrom + Mitos + NNucl + Thick + UShap, data=wbca, family="binomial" )  
summary(model3)

##   
## Call:  
## glm(formula = Class ~ Adhes + BNucl + Chrom + Mitos + NNucl +   
## Thick + UShap, family = "binomial", data = wbca)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.44161 -0.01119 0.04962 0.09741 3.08205   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 11.0333 1.3632 8.094 5.79e-16 \*\*\*  
## Adhes -0.3984 0.1294 -3.080 0.00207 \*\*   
## BNucl -0.4192 0.1020 -4.111 3.93e-05 \*\*\*  
## Chrom -0.5679 0.1840 -3.085 0.00203 \*\*   
## Mitos -0.6456 0.3634 -1.777 0.07561 .   
## NNucl -0.2915 0.1236 -2.358 0.01837 \*   
## Thick -0.6216 0.1579 -3.937 8.27e-05 \*\*\*  
## UShap -0.2541 0.1785 -1.423 0.15461   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 881.388 on 680 degrees of freedom  
## Residual deviance: 89.662 on 673 degrees of freedom  
## AIC: 105.66  
##   
## Number of Fisher Scoring iterations: 8

### Interpretation :

As per the summary above for Model considering all the predictors, the residual deviance is 89.662 and corresponding degree of freedom are 673. So if we look at the summary of this model, as the tuning parameters (predictors) increases by one unit, the log odds will decrease by that unit. For example, if marginal adhesion (adhes) increases by -0.3984 and all others are set to zero than response variable Class will decrease by 0.3884 unit ( 11.03 - 0.3884). If predictors are set to zero, log odds are 11.033.

However, p-values of almost all coefficents are less than 0.05 except for predictors Mitos, NNucl and Ushap. So for predictors Mitos, NNucl and Ushap, we fail to reject null hypothesis as p > 0.05. So we will use step fuction to check the AIC and reduction of predictors if any required.

Based on the results of step function, predictors Epith and Usize are no longer in the model(mod2) and AIC is 105.66 compared to 109.46 for model with all the predictors. Thus, mod2 with the lowest AIC value can be considered because p-values of both these predictors are more than 0.05 indicating no significant effect on the response Class and fail to reject null hypothesis. MOdel 2 is the fit model for further analysis as per step function because removing other predictors do not give smaller AIC and simple model.

## Problem 2 :

At the same organization we are now evaluating the toxicity of a new chemical, so we want to see what exposure to the chemical does to animals. Using the aflatoxin data in the faraway package. Fit a logistic regression model for the number of animals with liver cancer as a function of the dose. Comment on the statistical significance of the model. Calculate the predicted probability of liver cancer for a dose of 25 ppb. Can you find a 95% confidence interval for this value. If so report it and give any insights you may have.

library(faraway)  
data("aflatoxin")  
head(aflatoxin)

## dose total tumor  
## 1 0 18 0  
## 2 1 22 2  
## 3 5 22 1  
## 4 15 21 4  
## 5 50 25 20  
## 6 100 28 28

summary(aflatoxin)

## dose total tumor   
## Min. : 0.00 Min. :18.00 Min. : 0.000   
## 1st Qu.: 2.00 1st Qu.:21.25 1st Qu.: 1.250   
## Median : 10.00 Median :22.00 Median : 3.000   
## Mean : 28.50 Mean :22.67 Mean : 9.167   
## 3rd Qu.: 41.25 3rd Qu.:24.25 3rd Qu.:16.000   
## Max. :100.00 Max. :28.00 Max. :28.000

which(aflatoxin$tumor!=0)

## [1] 2 3 4 5 6

aflatoxin$no\_tumor <- (aflatoxin$total - aflatoxin$tumor)  
aflatoxin$tumor

## [1] 0 2 1 4 20 28

aflatoxin$total

## [1] 18 22 22 21 25 28

model1 <- glm(cbind(tumor,no\_tumor) ~ dose, family="binomial", data=aflatoxin)  
summary(model1)

##   
## Call:  
## glm(formula = cbind(tumor, no\_tumor) ~ dose, family = "binomial",   
## data = aflatoxin)  
##   
## Deviance Residuals:   
## 1 2 3 4 5 6   
## -1.2995 0.7959 -0.4814 0.4174 -0.1629 0.3774   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.03604 0.48226 -6.295 3.07e-10 \*\*\*  
## dose 0.09009 0.01456 6.189 6.04e-10 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 116.524 on 5 degrees of freedom  
## Residual deviance: 2.897 on 4 degrees of freedom  
## AIC: 17.685  
##   
## Number of Fisher Scoring iterations: 5

plot(tumor/total ~ dose,aflatoxin,xlim=c(1,100),ylim=c(0,1), ylab="Proportation of Tumor", xlab="Dose")  
x<-seq(0,100,1)  
lines(x,ilogit(predict(model1,newdata=data.frame(dose=x))),col=2)

![](data:image/png;base64,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)

## Predict probablity for dose of 25 ppb   
ilogit(predict(model1, newdata=data.frame(dose=25)))

## 1   
## 0.3134978

confint(model1)

## Waiting for profiling to be done...

## 2.5 % 97.5 %  
## (Intercept) -4.10594724 -2.1868361  
## dose 0.06440816 0.1217981

### Interpretation :

As per the summary of Model1 with liver cancer as a function of the dose, animals that received dose developed tumors. The proportation that developed tumor increases with the dosage. The log-odds of a tumor increase by 0.09009 for every unit of dosage increase. p-value of co-efficent is <0.05 so we fail to reject null hypothesis.

The results of confindence intervals looks good as the main value of dose and intercept which are 0.09009 and -3.03604 respoective are beween CI range. The upper and lower CI remains well behaved.